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(57) ABSTRACT

A retargeting engine automatically performs a retargeting
operation. The retargeting engine generates an anatomical
local model of a digital character based on performance
capture data and/or a 3D model of the digital character. The
anatomical local model includes an anatomical model cor-
responding to internal features of the digital character and a

(22) Filed: Nov. 26, 2019 local model corresponding to external features of the digital
character. The retargeting engine includes a Machine Learn-
ing model that maps a set of locations associated with the

Publication Classification face of a performer to a corresponding set of locations
associated with the face of the digital character. The retar-

(51) Int. ClL geting engine includes a solver that modifies a set of

GO6T 13/40 (2006.01) parameters associated with the anatomical local model to
GO6K 9/00 (2006.01) cause the digital character to exhibit one or more facial
GO6T 17/20 (2006.01) expressions enacted by the performer, thereby retargeting
GO6T 19/20 (2006.01) those facial expressions onto the digital character.
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OBTAIN CHARACTER EXPRESSIONS FOR ADIGITAL 404
CHARACTER CORRESPONDING TO THE SAMPLE "
EXPRESSIONS

GENERATE AN ANATOMICAL LOCAL MODEL OF THE
DIGITAL CHARACTER BASED ON THE SAMPLE |~ 406
EXPRESSIONS AND/OR THE CHARACTER EXPRESSIONS

GENERATE APERFORMANCE EXPRESSION FOR
RETARGETING ONTO THE ANATOMICAL LOCAL MODEL
BASED ON AFIRST FACIAL EXPRESSION ENACTED BY THE
PERFORMER

DETERMINE ATARGET POSITION CORRESPONDING TO A 410
FIRST SURFACE OF THE ANATOMICAL LOCAL MODEL L
BASED ON THE PERFORMANCE EXPRESSION

MODIFY THE ANATOMICAL LOCAL MODEL UNTIL THE FIRST
SURFACE INTERSECTS THE TARGET POSITION VIA 412
ADJUSTMENT OF ONE OR MORE PARAMETERS

RENDER A COMPUTER ANIMATION BASED ONTHE 414
MODIFIED ANATOMICAL LOCAL MODEL

FIG. 4
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FACIAL ANIMATION RETARGETING USING
AN ANATOMICAL LLOCAL MODEL

BACKGROUND

Field of the Various Embodiments

[0001] The various embodiments relate generally to com-
puter science and computer animation and, more specifi-
cally, to facial animation retargeting using an anatomical
local model.

Description of the Related Art

[0002] Certain types of computer animation pipelines
include a motion capture phase and a digital rendering
phase. During the motion capture phase, a human performer
enacts a performance within a motion capture environment.
The motion capture environment typically includes multiple
video cameras that are positioned at different angles relative
to the performer and are configured to capture three-dimen-
sional (3D) motion capture data as the performer enacts the
performance. Subsequently, during the digital rendering
phase, digital rendering techniques are used to process the
3D motion capture data to generate a 3D geometric model of
the performer enacting the performance. A computer ani-
mation of the performance is then rendered based on the 3D
geometric model.

[0003] Computer animation pipelines also can be imple-
mented to generate computer animations representing the
faces of digital characters exhibiting various facial expres-
sions. For example, the motion capture phase of a computer
animation pipeline could be implemented to generate 3D
motion capture data representing a human performer enact-
ing a sequence of facial expressions during a performance.
Subsequently, the digital rendering phase of the computer
animation pipeline could be implemented to generate a 3D
geometric model of the human performer enacting the
sequence of facial expressions. A computer animation of the
sequence of facial expressions could then be rendered for a
given digital character based on the 3D geometric model.
[0004] In many cases, however, the physical appearance
of the human performer can be quite a bit different than the
physical appearance of the digital character rendered as part
of the computer animation. For example, the human per-
former could have the appearance of a human being, while
the digital character could have the appearance of an animal
or a mythical creature. To address these types of differences
in physical appearance, the digital rendering phase of the
computer animation pipeline can include various retargeting
operations, which involve mapping a 3D geometric model of
the human performer enacting a sequence of facial expres-
sions onto a 3D geometric model of a digital character. A
computer animation of the sequence of facial expressions is
then rendered based on the 3D geometric model of the
digital character.

[0005] Retargeting operations are typically performed by
artists using various computer animation tools. For example,
with current techniques, an artist visually inspects the 3D
geometric model of the human performer enacting a given
facial expression. The artist then uses a computer animation
tool to iteratively arrange, in a trial-and-error fashion, hun-
dreds or thousands of individual geometric shapes included
in the 3D geometric model of the digital character until the
digital character exhibits the given facial expression.
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[0006] One drawback of the above approach is that itera-
tively arranging hundreds or thousands of individual geo-
metric shapes using trial-and-error is a fundamentally inac-
curate and error-prone process that can produce digital
characters that do not faithfully exhibit the facial expres-
sions enacted by human performers. In particular, due to the
inherent complexity of human facial expressions, the above
approach cannot reliably or deterministically produce
arrangements of geometric shapes corresponding to most
facial expressions. Consequently, digital characters that are
generated using conventional retargeting techniques often-
times appear insufficiently expressive and/or unrealistic.
This problem is exacerbated when the facial geometry of the
human performer and the facial geometry of the digital
character substantially differ. In such cases, the artist usually
is unable to generate an accurate mapping between the 3D
geometric model of the human performer and the 3D geo-
metric model of the digital character because one or more
physical aspects of the facial geometry of the human per-
former are absent in the facial geometry of the digital
character or vice versa. Accordingly, conventional retarget-
ing operations typically can be implemented with reasonable
accuracy only in cases where the digital characters and the
corresponding human performers have similar facial geom-
etries.

[0007] More recent improvements to computer animation
tools allow more detailed geometric models of human
performers depicting a wider range of facial expressions to
be generated. However, generating a more detailed geomet-
ric model of a given human performer is a computationally
complex process that usually involves capturing hundreds or
thousands of facial scans of the human performer. Further,
using these types of geometric models usually does not
improve the accuracy with which an artist can arrange the
individual geometric shapes associated with the digital char-
acter to cause the digital character to exhibit a given facial
expression. Using these types of geometric models also does
not necessarily enable the artist to retarget a given facial
expression onto a wider range of digital characters.

[0008] As the foregoing illustrates, what is needed in the
art are more effective ways to retarget facial geometries
when rendering digital characters based on human perform-
ers.

SUMMARY

[0009] Various embodiments include a computer-imple-
mented method for generating computer animations of digi-
tal characters, including generating a first model of a facial
area of a first character based on first geometry, wherein the
first geometry represents a facial area of the first character
when the first character exhibits a range of facial expres-
sions, determining a target position for a first surface asso-
ciated with the facial area of the first character based on
second geometry, wherein the second geometry indicates a
source position associated with a facial area of a second
character when the second character enacts a first facial
expression, modifying the first model until the first surface
intersects the target position to generate a second model of
the facial area of the first character, and rendering a com-
puter animation of the first character based on the second
model.

[0010] At least one technical advantage of the disclosed
techniques relative to the prior art is that the disclosed
techniques enable facial expressions made by a performer to
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be more accurately retargeted onto a digital character.
Accordingly, computer animations can be generated that
include digital characters having more realistic facial
expressions that are more closely derived from human
performers than computer animations generated using prior
art approaches.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] So that the manner in which the above recited
features of the various embodiments can be understood in
detail, a more particular description of the inventive con-
cepts, briefly summarized above, may be had by reference to
various embodiments, some of which are illustrated in the
appended drawings. It is to be noted, however, that the
appended drawings illustrate only typical embodiments of
the inventive concepts and are therefore not to be considered
limiting of scope in any way, and that there are other equally
effective embodiments.

[0012] FIG. 1 illustrates a system configured to implement
one or more aspects of the various embodiments;

[0013] FIG. 2 includes more detailed illustrations of the
retargeting engine and the anatomical local model of FIG. 1,
according to various embodiments;

[0014] FIG. 3 illustrates how the retargeting engine of
FIG. 1 implements an anatomical local model for retargeting
a facial expression of a human performer onto a digital
character, according to various embodiments; and

[0015] FIG. 4 is a flow diagram of method steps for
retargeting a facial expression of a human performer onto a
digital character, according to various embodiments.

DETAILED DESCRIPTION

[0016] In the following description, numerous specific
details are set forth to provide a more thorough understand-
ing of the various embodiments. However, it will be appar-
ent to one skilled in the art that the inventive concepts may
be practiced without one or more of these specific details.
[0017] As noted above, various techniques can be applied
to capture one or more facial expressions enacted by a
human performer and render a digital character to exhibit
those facial expressions. When the physical appearance of
the human performer is different than the physical appear-
ance of the digital character, a retargeting operation can be
performed to map a 3D geometric model of the human
performer enacting the facial expressions onto a 3D geo-
metric model of the digital character.

[0018] However, mapping the 3D geometric model of the
human performer onto the 3D geometric model of the digital
character is usually an inaccurate and error prone process,
especially when the human performer and the digital char-
acter differ substantially in terms of facial geometry. With
current techniques, an artist has to iteratively arrange hun-
dreds or thousands of individual shapes included in the 3D
geometric model of the digital character to cause the digital
character to exhibit a given facial expression. Due to the
inherent complexity of human facial expressions, digital
characters that are generated using the above techniques
oftentimes appear insufficiently expressive and/or unrealis-
tic.

[0019] To address these issues, various embodiments
include a retargeting engine that is configured to automati-
cally perform a retargeting operation. The retargeting engine
generates or obtains a set of sample expressions that repre-
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sent one or more facial expressions enacted by a performer.
The retargeting engine also generates or obtains a set of
character expressions that represent a digital character
exhibiting the one or more facial expressions.

[0020] Based on the sample expressions and the character
expressions, the retargeting engine generates an anatomical
local model of the digital character. The anatomical local
model includes an anatomical model corresponding to inter-
nal features of the digital character and a local model
corresponding to external features of the digital character.
The retargeting engine includes a Machine Learning model
that is trained, based on the sample expressions and the
character expressions, to map a set of locations associated
with the face of the performer during a performance to a
corresponding set of locations associated with the face of the
digital character. The retargeting engine includes a solver
that modifies a set of parameters associated with the ana-
tomical local model to interpolate any remaining locations
associated with the face of the digital character, thereby
causing the digital character to exhibit one or more facial
expressions enacted by the performer.

[0021] At least one technical advantage of the disclosed
techniques relative to the prior art is that the disclosed
techniques enable facial expressions made by a performer to
be more accurately retargeted onto a digital character.
Accordingly, computer animations can be generated that
include digital characters having more realistic facial
expressions that are more closely derived from human
performers than computer animations generated using prior
art approaches. Another technical advantage of the disclosed
techniques relative to the prior art is that the disclosed
techniques enable retargeting operations to be reliably per-
formed even when the digital characters and the correspond-
ing human performance have substantially different facial
geometries. Accordingly, with the disclosed techniques the
facial expressions of human performers can be mapped with
reasonable accuracy onto a wider variety of digital charac-
ters than is possible with prior art approaches. These tech-
nical advantages represent one or more technological
advancements over prior art approaches.

System Overview

[0022] FIG. 1 illustrates a system configured to implement
one or more aspects of the various embodiments. As shown,
a system 100 includes a computing device 110, a display
device 130, and a performance capture environment 140.
Computing device 110 may be any technically feasible type
of computer system, including a desktop computer, a laptop
computer, a mobile device, a virtualized instance of a
computing device, a distributed and/or cloud-based com-
puter system, and so forth. Display device 130 may be any
technically feasible device configured to display video and/
or other types of graphics. Performance capture environment
140 may be any technically feasible setup for capturing
and/or recording the physical motions of one or more
subjects, including a film studio, a motion capture studio, a
chroma key compositing screen, and so forth.

[0023] Computing device 110 includes a processor 112,
input/output (1/O) devices 114, and a memory 116, coupled
together. Processor 112 includes any technically feasible set
of hardware units configured to process data and execute
software applications. For example, processor 112 could
include one or more central processing units (CPUs) or one
or more graphics processing units (CPUs). /O devices 114



US 2021/0158590 Al

include any technically feasible set of devices configured to
perform input and/or output operations, including, for
example, a display device, a keyboard, or a touchscreen,
among others. Memory 116 includes any technically feasible
storage media configured to store data and software appli-
cations, such as, for example, a hard disk, a random-access
memory (RAM) module, and a read-only memory (ROM).
Memory 116 includes a retargeting engine 118, an anatomi-
cal local model (ALM) 120, and character data 122,
described in greater detail below.

[0024] Performance capture environment 140 includes
various components that perform one or more capture opera-
tions relative to a set of facial expressions enacted by a
performer 142. Performance capture environment 140
includes one or more capture devices 144 that are configured
to record performance capture data 146 and to transmit
performance capture data 146 to retargeting engine 118.
Performance capture data 146 depicts the face of performer
142 while performer 142 enacts the set of facial expressions.
In one embodiment, performance capture data 146 may
include two-dimensional (2D) optical data captured via one
capture device 144. In another embodiment, performance
capture data 146 may include 3D optical data captured via
multiple capture devices 144. In yet another embodiment,
one or more capture devices 144 may be configured to
perform one or more post-processing operations in order to
generate 3D geometry that represents the face of performer
142 while performer 142 enacts the set of facial expressions.

[0025] In operation, retargeting engine 118 processes per-
formance capture data 146 and/or character data 122 to
generate ALM 120. Character data 122 includes data that
specifies one or more physical attributes of a digital char-
acter onto which one or more facial expressions are mapped
during a retargeting operation. Character data 122 can
include a set of images, 3D geometry associated with the
face and/or other portions of the digital character, and so
forth. The physical appearance of the digital character may
coincide with the physical appearance of performer 142 or
differ substantially from the physical appearance of per-
former 142. ALM 120 describes how the physical appear-
ance of the digital character changes when the digital
character exhibits different facial expressions and is used to
perform the retargeting operation mentioned above.

[0026] In various embodiments, to generate ALM 120,
retargeting engine 118 may extract portions of performance
capture data 146 that depict performer 142 enacting a range
of facial expressions and then generate ALM 120 to
resemble, at least in part, the physical appearance of per-
former 142. Retargeting engine 118 may also generate an
initial version of ALM 120 based on character data 122 and
then update that initial version relative to portions of per-
formance capture data 146 that depict performer 142 enact-
ing the range of facial expressions.

[0027] Upon generating ALM 120, retargeting engine 118
trains a Machine Learning model to map source locations
associated with a facial expression enacted by performer 142
to target locations associated with the surface of ALM 120.
Retargeting engine 118 then deforms ALM 120, via modi-
fication of one or more parameters, until the surface of ALM
120 coincides with the set of target locations. Retargeting
engine 118 then renders a computer animation 132 based on
ALM 120 to reflect the digital character exhibiting the facial
expression enacted by performer 142, thereby retargeting
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that facial expression onto the digital character. These tech-
niques are described in greater detail below in conjunction
with FIGS. 2-4.

Software Overview

[0028] FIG. 2 includes more detailed illustrations of the
retargeting engine and the anatomical local model of FIG. 1,
according to various embodiments. As shown, retargeting
engine 118 includes an ALM generator 200, an ML model
210, a solver 220, and a rendering module 230. As also
shown, ALM 120 includes an anatomical model 212, a local
model 214, and a set of parameters 218.

[0029] In operation, ALM generator 200 obtains character
data 122 and performance capture data 146 and, based on
this data, generates ALM 120. Performance capture data 146
includes sample expressions 204 that represent performer
142 enacting a range of facial expressions. A given sample
expression 204 can include a 2D image of performer 142
enacting a given facial expression, 3D geometry generated
based on one or more scans of performer 142 enacting a
given facial expression, and so forth. In one embodiment,
retargeting engine 118 may process sample expressions 204
to generate 3D geometry associated with performer 142.

[0030] Character data 122 includes data that specifies the
physical appearance and/or facial geometry of the digital
character, as mentioned above in conjunction with FIG. 1.
Character data 122 also includes a set of character expres-
sions 202. A given character expression 202 represents the
digital character exhibiting one of the facial expressions
enacted by performer 142 when sample expressions 204 are
generated. Each character expression 202 can be an image of
the digital character exhibiting a corresponding facial
expression, 3D geometry that defines the surface of the
digital character when exhibiting a corresponding facial
expression, and so forth. Character expressions 202 can be
generated via any technically feasible approach. In one
embodiment, each character expression 202 is generated
using a 3D model of the digital character.

[0031] ALM generator 200 generates anatomical model
212, local model 214, and parameters 218 when generating
ALM 120. Anatomical model 212 generally describes the
internal structure of the digital character, including the skull,
jaw, and possibly other skeletal features of the digital
character. Anatomical model 212 also specifies the structural
mechanics and dynamics of the digital character when
exhibiting facial expressions, including how any portions or
skeletal features of anatomical model 212 move relative to
one another. For example, anatomical model 212 could
specify how the jaw of the digital character moves relative
to the skull of the digital character when the digital character
exhibits a given facial expression. ALM generator 200 can
generate anatomical model 212 based on an approximation
of the skeletal features of performer 142 and then modifying
these features based on character data 122.

[0032] Local model 214 generally describes the external
surface of the digital character, including the skin and other
soft tissue features. Local model 214 also specifies the skin
deformation properties of the digital character when exhib-
iting facial expressions. ALM generator 200 generates local
model 214 by determining a set of 3D shapes that small,
adjacent patches of the digital character assume when the
digital character exhibits different facial expressions. Param-
eters 218 set forth different values that define how anatomi-
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cal model 212 and local model 214 relate to one another.
Parameters 218 can be modified in order to manipulate
and/or or deform ALM 120.

[0033] ML model 210 defines a mapping between facial
areas of performer 142 and facial areas of the digital
character. ML model 210 is trained to map the position of
one or more facial areas of performer 142 to one or more
corresponding facial areas associated with the digital char-
acter based on sample expressions 204 and character expres-
sions 202. In particular, for a given facial expression enacted
by performer 142 and depicted in sample expressions 204,
ML model 210 is trained to identify a set of source positions
associated with one or more facial areas of performer 142.
Further, for a corresponding facial expression exhibited by
the digital character and depicted in character expressions
202, ML model 210 is trained to determine a set of target
positions that correspond to the set of source positions. Thus,
for a given set of source positions associated with any given
facial expression enacted by performer 142, ML model 210
can predict a corresponding set of target positions associated
with a corresponding facial expression exhibited by the
digital character. In one embodiment, a facial tracking
system may generate the set of source positions instead of
ML model 210, and ML model 210 may be trained to
generate the set of target positions when provided with the
set of source positions by the facial tracking system. Retar-
geting engine 118 can implement any technically feasible
training approach when training ML model 210.

[0034] Once ML model 210 is trained in the manner
described above, retargeting engine 118 can obtain perfor-
mance expressions 206 that represent performer 142 enact-
ing a sequence of facial expressions during a performance.
A given performance expression 206 can include a 2D image
of performer 142 enacting a given facial expression, 3D
geometry generated to represent performer 142 enacting the
given facial expression, and so forth. In one embodiment,
retargeting engine 118 may process character expressions
206 to generate 3D geometry associated with performer 142.
Retargeting engine 118 generally operates to retarget the
facial expressions set forth in performance expressions 206
onto the digital character described via ALM 120.

[0035] Inso doing, retargeting engine 118 implements ML
model 210 to determine a set of source positions 208 that are
associated with one or more facial areas of performer 142
and included in performance expressions 206. ML model
210 predicts a corresponding set of target positions 216 that
are associated with one or more corresponding facial areas
of the digital character. Target positions 216 are located on
or near the surface of the digital character and therefore may
be specified to reside in local model 214.

[0036] Based on target positions 216, solver 220 is con-
figured to modify parameters 218 in order to deform ana-
tomical model 212 and/or local model 214 until the surface
of local model 214 coincides with target positions 216. In
one embodiment, solver 220 may be a parameter optimiza-
tion module. When modifying parameters 218, solver 220
interpolates between target positions 216 in order to cause
the digital character to assume the facial expressions set
forth in performance expressions 206, thereby retargeting
those facial expressions onto the digital character. Rendering
module 230 can then render computer animation 132 based
on ALM 120 once meodified in this manner.

[0037] Advantageously, the above techniques can be
implemented based on a smaller set of sample expressions
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and corresponding character expressions than possible with
conventional techniques. In particular, conventional tech-
niques may operate based on hundreds or thousands of
sample expressions and corresponding character expres-
sions, whereas the disclosed techniques can be implemented
with as few as ten sample expressions and corresponding
character expressions. In one embodiment, the above tech-
niques may be implemented based on still imagery and need
not be implemented using performance capture data. An
example of how retargeting engine 118 performs the above
techniques is described in greater detail below in conjunc-
tion with FIG. 3.

Example Retargeting of Facial Expressions

[0038] FIG. 3 illustrates how the retargeting engine of
FIG. 1 implements an anatomical local model for retargeting
a facial expression of a human performer onto a digital
character, according to various embodiments. As shown,
performance capture data 146 depicts the face of performer
142 while enacting a facial expression. Retargeting engine
118 is configured to track the locations of a set of source
positions 208 on the face of performer 142 when performer
142 enacts the various facial expressions.

[0039] As also shown, anatomical model 212 specifies a
skull structure 310 and a jaw structure 312. Skull structure
310 and jaw structure 312 are at least partially covered by
skin surface 314 that represents the face of the digital
character. As further shown, local model 214 is divided into
a plurality of patches 320. Each patch 320 may at least
partially overlap with one or more adjacent patches. A given
patch 320 corresponds to a local region of the face of the
digital character and defines different geometrical configu-
rations 322 the local region can assume when the digital
character exhibits different facial expressions. A given geo-
metrical configuration 322 generally corresponds to a sur-
face feature associated with skin, such as a wrinkle or
portion thereof, crease or portion thereof, and so forth. A
given geometrical configuration 322 is generated to reflect a
geometrical configuration of a local region of the face of
performer 142 and can be derived from sample expressions
204.

[0040] ML model 210 is configured to map source posi-
tions 208 associated with facial areas of performer 142 to
corresponding target positions 216 associated with facial
areas of the digital character, once ML model 210 is trained
in the manner described above in conjunction with FIG. 2.
Target positions 216 are generally distributed sparsely rela-
tive to the facial areas of the digital character. Accordingly,
positions that reside between target positions 216 are ini-
tially unknown. To address this issue, solver 220 is config-
ured to deform anatomical model 212 and/or local model
214 in order to cause the surface of local model 214 to
coincide with target positions 216, thereby interpolating
these unknown positions and causing the digital character to
exhibit the facial expression enacted by performer 142. The
disclosed techniques are described in greater detail below in
conjunction with FIG. 4.

Procedure for Retargeting Facial Expressions

[0041] FIG. 4 is a flow diagram of method steps for
retargeting a facial expression of a human performer onto a
digital character, according to various embodiments.
Although the method steps are described in conjunction with
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the systems of FIGS. 1-3, persons skilled in the art will
understand that any system configured to perform the
method steps in any order falls within the scope of the
present embodiments.

[0042] As shown, a method 400 begins at step 402, where
one or more capture devices 144 within performance capture
environment 140 of FIG. 1 generates sample expressions
204 within performance capture data 146. Sample expres-
sions 204 reflect a range of facial expressions enacted by
performer 142. Sample expressions 204 may include 2D
images of performer 142 enacting one or more facial expres-
sions, 3D video of performer 142 enacting one or more
facial expressions, or a 3D model of performer 142 enacting
one or more facial expressions. In one embodiment, sample
expressions 204 may be generated to represent a range of
facial expressions exhibited by a first digital character in
order to facilitate remapping facial expressions associated
with the first digital character onto a second digital character.
In this embodiment, performance capture data 146 need not
be captured based on performer 142.

[0043] At step 404, retargeting engine 118 obtains char-
acter expressions 202 for a digital character corresponding
to sample expressions 204. A given character expression 202
includes data that represents the digital character exhibiting
one of the facial expressions enacted by performer 142 when
sample expressions 204 are generated. Each character
expression 202 can be an image of the digital character
exhibiting a corresponding facial expression, 3D geometry
that defines the surface of the digital character when exhib-
iting a corresponding facial expression, and so forth. In one
embodiment, each character expression 202 is generated
using a 3D model of the digital character.

[0044] At step 406, retargeting engine 118 generates ALM
120 corresponding to the digital character based on at least
one of sample expressions 204 or character expressions 202.
ALM 120 specifies how the physical appearance of the
digital character changes when the digital character exhibits
different facial expressions and is used to perform the
retargeting operations described herein. ALM 120 includes
anatomical model 212 and local model 214. Anatomical
model 212 defines the internal structure of the digital
character, including the skull, jaw, and/or other skeletal
features of the digital character. Local model 214 defines the
external surface of the digital character, including the skin
and/or other soft tissue features.

[0045] At step 408, retargeting engine 118 generates per-
formance expression 206 for retargeting via ALM 120 based
on a first facial expression enacted by the performer. Per-
formance expression 206 may include 2D images of per-
former 142 enacting the first facial expression, 3D geometry
of performer 142 enacting the first facial expression, and so
forth. Performance expression 206 can be captured within
performance capture environment 140. In one embodiment,
performance expression 206 may be derived from a first
digital character instead of performer 142 in order to facili-
tate performing remapping operations between the first
digital character and a second digital character.

[0046] At step 410, retargeting engine 118 determines a
target position associated with the digital character that
corresponds to a first surface of ALM 120 based on perfor-
mance expression 206. Retargeting engine 118 analyzes
performance expression 206 to determine a source position
208 associated with a facial area of performer 142, and then
implements ML model 210 to map that source position 208
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to the target position 216. The target position 216 represents
a location that the surface of ALM 120, defined via local
model 214, should reside when the digital character exhibits
the first facial expression.

[0047] At step 412, retargeting engine 118 modifies ALM
120 until the first surface intersects the target position 216
via adjustment of one or more parameters 218. In particular,
solver 220 iteratively adjusts parameters 218 to deform
ALM 120 until the surface of ALM 120 coincides with the
target position 216 determined at step 410. Once deformed
in this manner, ALM 120 represents the digital character
exhibiting the first facial expression. At step 414, rendering
module 230 renders computer animation 132 to depict the
digital character exhibiting the first facial expression. Per-
sons skilled in the art will understand how the above
techniques can be applied to remap facial expressions
derived from a first digital character onto a second digital
character instead of remapping facial expressions derived
from a performer onto a digital character.

[0048] In sum, a retargeting engine automatically per-
forms a retargeting operation. The retargeting engine gen-
erates a set of sample expressions that include 3D geometry
representing one or more facial expressions enacted by a
performer. The retargeting engine also generates a set of
character expressions that include 3D geometry representing
a digital character exhibiting the one or more facial expres-
sions. Based on the sample expressions and the character
expressions, the retargeting engine generates an anatomical
local model of the digital character. The anatomical local
model includes an anatomical model corresponding to inter-
nal features of the digital character and a local model
corresponding to external features of the digital character.
The retargeting engine includes a Machine Learning model
that is trained, based on the sample expressions and the
character expressions, to map a set of locations associated
with the face of the performer during a performance to a
corresponding set of locations associated with the face of the
digital character. The retargeting engine includes a solver
that modifies a set of parameters associated with the ana-
tomical local model to interpolate any remaining locations
associated with the face of the digital character, thereby
causing the digital character to exhibit one or more facial
expressions enacted by the performer.

[0049] At least one technical advantage of the disclosed
techniques relative to the prior art is that the disclosed
techniques enable facial expressions made by a performer to
be more accurately retargeted onto a digital character.
Accordingly, computer animations can be generated that
include digital characters having more realistic facial
expressions that are more closely derived from human
performers than computer animations generated using prior
art approaches. Another technical advantage of the disclosed
techniques relative to the prior art is that the disclosed
techniques enable retargeting operations to be reliably per-
formed even when the digital characters and the correspond-
ing human performance have substantially different facial
geometries. Accordingly, with the disclosed techniques the
facial expressions of human performers can be mapped with
reasonable accuracy onto a wider variety of digital charac-
ters than is possible with prior art approaches. These tech-
nical advantages represent one or more technological
advancements over prior art approaches.

[0050] 1. Some embodiments include a computer-imple-
mented method for generating computer animations of digi-
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tal characters, the method comprising generating a first
model of a facial area of a first character based on first
geometry, wherein the first geometry represents a facial area
of'the first character when the first character exhibits a range
of facial expressions, determining a target position for a first
surface associated with the facial area of the first character
based on second geometry, wherein the second geometry
indicates a source position associated with a facial area of a
second character when the second character enacts a first
facial expression, modifying the first model until the first
surface intersects the target position to generate a second
model of the facial area of the first character, and rendering
a computer animation of the first character based on the
second model.

[0051] 2. The computer-implemented method of clause 1,
wherein generating the first model comprises generating an
anatomical model of an interior portion of the facial area of
the first character based on an approximation of a skeletal
portion of the facial area of the second character, and
generating a local model of an exterior portion of the facial
area of the first character based on a plurality of geometrical
configurations associated with the facial area of the second
character, wherein the local model defines at least one
geometrical configuration associated with at least one local
region of the facial area of the first character.

[0052] 3. The computer-implemented method of any of
clauses 1-2, wherein the first model specifies a skull portion
and a jaw portion of the first character, and wherein the jaw
portion moves relative to the skull portion to cause the first
character to exhibit different facial expressions.

[0053] 4. The computer-implemented method of any of
clauses 1-3, wherein the first model includes a plurality of
patches distributed across the facial area of the first charac-
ter, and wherein each patch is configured according to a
separate three-dimensional shape when the first character
exhibits a particular facial expression.

[0054] 5. The computer-implemented method of any of
clauses 1-4, wherein generating the first model of the facial
area of the first character is further based on character data
that specifies one or more physical attributes of the first
character.

[0055] 6. The computer-implemented method of any of
clauses 1-5, wherein a machine learning model is trained to
determine different target positions for the first surface based
on the first geometry and the second geometry, and wherein
the first geometry indicates a plurality of target positions
across the range of facial expressions, and the second
geometry indicates a plurality of source positions associated
with the second character.

[0056] 7. The computer-implemented method of any of
clauses 1-6, wherein modifying the first model comprises
adjusting one or more parameters associated with the first
model to cause the first surface to move towards the target
position.

[0057] 8. The computer-implemented method of any of
clauses 1-7, wherein modifying the first model comprises
performing an interpolation operation to generate one or
more positions that are associated with the first surface and
reside adjacent to the target position.

[0058] 9. The computer-implemented method of any of
clauses 1-8, wherein the second geometry is generated based
on a set of images that is captured within a performance
capture environment when the second character enacts the
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range of facial expressions, wherein the second character
comprises a human performer.

[0059] 10. The computer-implemented method of any of
clauses 1-9, wherein each image included in the set of
images corresponds to a different facial expression included
in the range of facial expressions.

[0060] 11. Some embodiments include a non-transitory
computer-readable medium storing program instructions
that, when executed by a processor, cause the processor to
generate computer animations of digital characters by per-
forming the steps of generating a first model of a facial area
of a first character based on first geometry, wherein the first
geometry represents a facial area of the first character when
the first character exhibits a range of facial expressions,
determining a target position for a first surface associated
with the facial area of the first character based on second
geometry, wherein the second geometry indicates a source
position associated with a facial area of a second character
when the second character enacts a first facial expression,
modifying the first model until the first surface intersects the
target position to generate a second model of the facial area
of'the first character, and rendering a computer animation of
the first character based on the second model.

[0061] 12. The non-transitory computer-readable medium
of clause 11, wherein the step of generating the first model
comprises generating an anatomical model of an interior
portion of the facial area of the first character based on an
approximation of a skeletal portion of the facial area of the
second character, and generating a local model of an exterior
portion of the facial area of the first character based on a
plurality of geometrical configurations associated with the
facial area of the second character, wherein the local model
defines at least one geometrical configuration associated
with at least one local region of the facial area of the first
character.

[0062] 13. The non-transitory computer-readable medium
of any of clauses 11-12, wherein the first model specifies a
skull portion and a jaw portion of the first character, and
wherein the jaw portion moves relative to the skull portion
to cause the first character to exhibit the first facial expres-
sion.

[0063] 14. The non-transitory computer-readable medium
of any of clauses 11-13, wherein the first model includes a
plurality of patches distributed across the facial area of the
first character, and wherein each patch is configured accord-
ing to a separate three-dimensional shape when the first
character exhibits a particular facial expression.

[0064] 15. The non-transitory computer-readable medium
of any of clauses 11-14, wherein the step of generating the
first model of the facial area of the first character is further
based on character data that specifies one or more geometri-
cal shapes associated with the facial area of the first char-
acter when the first character exhibits the range of facial
expressions.

[0065] 16. The non-transitory computer-readable medium
of any of clauses 11-15, wherein a machine learning model
is trained to determine different target positions for the first
surface based on the first geometry and the second geometry,
and wherein the first geometry indicates a plurality of target
positions across the range of facial expressions, and the
second geometry indicates a plurality of source positions
associated with the second character.

[0066] 17. The non-transitory computer-readable medium
of any of clauses 11-16, wherein the step of modifying the
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first model comprises deforming at least a portion of the first
model, via adjustment of one or more parameters associated
with the first model, to cause the first surface to move
towards the target position.

[0067] 18. The non-transitory computer-readable medium
of any of clauses 11-17, wherein the step of modifying the
first model comprises performing an interpolation operation
to generate one or more positions that are associated with the
first surface and reside adjacent to the target position.
[0068] 19. The non-transitory computer-readable medium
of any of clauses 11-18, wherein the second geometry is
generated based on a first set of images that is captured
within a performance capture environment when the second
character enacts the range of facial expressions, and wherein
each image included in the first set of images corresponds to
a different facial expression included in the range of facial
expressions.

[0069] 20. Some embodiments include a system, compris-
ing a memory storing a software application, and a processor
that, when executing the software application, is configured
to perform the steps of generating a first model of a facial
area of a first character based on first geometry, wherein the
first geometry represents a facial area of the first character
when the first character exhibits a range of facial expres-
sions, determining a target position for a first surface asso-
ciated with the facial area of the first character based on
second geometry, wherein the second geometry indicates a
source position associated with a facial area of a second
character when the second character enacts a first facial
expression, modifying the first model until the first surface
intersects the target position to generate a second model of
the facial area of the first character, and rendering a com-
puter animation of the first character based on the second
model.

[0070] Any and all combinations of any of the claim
elements recited in any of the claims and/or any elements
described in this application, in any fashion, fall within the
contemplated scope of the present embodiments and pro-
tection.

[0071] The descriptions of the various embodiments have
been presented for purposes of illustration, but are not
intended to be exhaustive or limited to the embodiments
disclosed. Many modifications and variations will be appar-
ent to those of ordinary skill in the art without departing
from the scope and spirit of the described embodiments.
[0072] Aspects of the present embodiments may be
embodied as a system, method or computer program prod-
uct. Accordingly, aspects of the present disclosure may take
the form of an entirely hardware embodiment, an entirely
software embodiment (including firmware, resident soft-
ware, micro-code, etc.) or an embodiment combining soft-
ware and hardware aspects that may all generally be referred
to herein as a “module,” a “system,” or a “computer.”
Furthermore, aspects of the present disclosure may take the
form of a computer program product embodied in one or
more computer readable medium(s) having computer read-
able program code embodied thereon.

[0073] Any combination of one or more computer read-
able medium(s) may be utilized. The computer readable
medium may be a computer readable signal medium or a
computer readable storage medium. A computer readable
storage medium may be, for example, but not limited to, an
electronic, magnetic, optical, electromagnetic, infrared, or
semiconductor system, apparatus, or device, or any suitable
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combination of the foregoing. More specific examples (a
non-exhaustive list) of the computer readable storage
medium would include the following: an electrical connec-
tion having one or more wires, a portable computer diskette,
a hard disk, a random access memory (RAM), a read-only
memory (ROM), an erasable programmable read-only
memory (EPROM or Flash memory), an optical fiber, a
portable compact disc read-only memory (CD-ROM), an
optical storage device, a magnetic storage device, or any
suitable combination of the foregoing. In the context of this
document, a computer readable storage medium may be any
tangible medium that can contain, or store a program for use
by or in connection with an instruction execution system,
apparatus, or device.

[0074] Aspects of the present disclosure are described
above with reference to flowchart illustrations and/or block
diagrams of methods, apparatus (systems) and computer
program products according to embodiments of the disclo-
sure. It will be understood that each block of the flowchart
illustrations and/or block diagrams, and combinations of
blocks in the flowchart illustrations and/or block diagrams,
can be implemented by computer program instructions.
These computer program instructions may be provided to a
processor of a general purpose computer, special purpose
computer, or other programmable data processing apparatus
to produce a machine. The instructions, when executed via
the processor of the computer or other programmable data
processing apparatus, enable the implementation of the
functions/acts specified in the flowchart and/or block dia-
gram block or blocks. Such processors may be, without
limitation, general purpose processors, special-purpose pro-
cessors, application-specific processors, or field-program-
mable gate arrays.

[0075] The flowchart and block diagrams in the figures
illustrate the architecture, functionality, and operation of
possible implementations of systems, methods and computer
program products according to various embodiments of the
present disclosure. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion of code, which comprises one or more executable
instructions for implementing the specified logical function
(s). It should also be noted that, in some alternative imple-
mentations, the functions noted in the block may occur out
of the order noted in the figures. For example, two blocks
shown in succession may, in fact, be executed substantially
concurrently, or the blocks may sometimes be executed in
the reverse order, depending upon the functionality
involved. It will also be noted that each block of the block
diagrams and/or flowchart illustration, and combinations of
blocks in the block diagrams and/or flowchart illustration,
can be implemented by special purpose hardware-based
systems that perform the specified functions or acts, or
combinations of special purpose hardware and computer
instructions.

[0076] While the preceding is directed to embodiments of
the present disclosure, other and further embodiments of the
disclosure may be devised without departing from the basic
scope thereof, and the scope thereof is determined by the
claims that follow.

What is claimed is:

1. A computer-implemented method for generating com-
puter animations of digital characters, the method compris-
ing:
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generating a first model of a facial area of a first character
based on first geometry, wherein the first geometry
represents a facial area of the first character when the
first character exhibits a range of facial expressions;

determining a target position for a first surface associated
with the facial area of the first character based on
second geometry, wherein the second geometry indi-
cates a source position associated with a facial area of
a second character when the second character enacts a
first facial expression;

modifying the first model until the first surface intersects

the target position to generate a second model of the
facial area of the first character; and

rendering a computer animation of the first character

based on the second model.

2. The computer-implemented method of claim 1,
wherein generating the first model comprises:

generating an anatomical model of an interior portion of

the facial area of the first character based on an approxi-
mation of a skeletal portion of the facial area of the
second character; and

generating a local model of an exterior portion of the

facial area of the first character based on a plurality of
geometrical configurations associated with the facial
area of the second character, wherein the local model
defines at least one geometrical configuration associ-
ated with at least one local region of the facial area of
the first character.

3. The computer-implemented method of claim 1,
wherein the first model specifies a skull portion and a jaw
portion of the first character, and wherein the jaw portion
moves relative to the skull portion to cause the first character
to exhibit different facial expressions.

4. The computer-implemented method of claim 1,
wherein the first model includes a plurality of patches
distributed across the facial area of the first character, and
wherein each patch is configured according to a separate
three-dimensional shape when the first character exhibits a
particular facial expression.

5. The computer-implemented method of claim 1,
wherein generating the first model of the facial area of the
first character is further based on character data that specifies
one or more physical attributes of the first character.

6. The computer-implemented method of claim 1,
wherein a machine learning model is trained to determine
different target positions for the first surface based on the
first geometry and the second geometry, and wherein the first
geometry indicates a plurality of target positions across the
range of facial expressions, and the second geometry indi-
cates a plurality of source positions associated with the
second character.

7. The computer-implemented method of claim 1,
wherein modifying the first model comprises adjusting one
or more parameters associated with the first model to cause
the first surface to move towards the target position.

8. The computer-implemented method of claim 1,
wherein modifying the first model comprises performing an
interpolation operation to generate one or more positions
that are associated with the first surface and reside adjacent
to the target position.

9. The computer-implemented method of claim 1,
wherein the second geometry is generated based on a set of
images that is captured within a performance capture envi-
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ronment when the second character enacts the range of facial
expressions, wherein the second character comprises a
human performer.

10. The computer-implemented method of claim 9,
wherein each image included in the set of images corre-
sponds to a different facial expression included in the range
of facial expressions.

11. A non-transitory computer-readable medium storing
program instructions that, when executed by a processor,
cause the processor to generate computer animations of
digital characters by performing the steps of:

generating a first model of a facial area of a first character
based on first geometry, wherein the first geometry
represents a facial area of the first character when the
first character exhibits a range of facial expressions;

determining a target position for a first surface associated
with the facial area of the first character based on
second geometry, wherein the second geometry indi-
cates a source position associated with a facial area of
a second character when the second character enacts a
first facial expression;

modifying the first model until the first surface intersects
the target position to generate a second model of the
facial area of the first character; and

rendering a computer animation of the first character
based on the second model.

12. The non-transitory computer-readable medium of
claim 11, wherein the step of generating the first model
comprises:

generating an anatomical model of an interior portion of
the facial area of the first character based on an approxi-
mation of a skeletal portion of the facial area of the
second character; and

generating a local model of an exterior portion of the
facial area of the first character based on a plurality of
geometrical configurations associated with the facial
area of the second character, wherein the local model
defines at least one geometrical configuration associ-
ated with at least one local region of the facial area of
the first character.

13. The non-transitory computer-readable medium of
claim 11, wherein the first model specifies a skull portion
and a jaw portion of the first character, and wherein the jaw
portion moves relative to the skull portion to cause the first
character to exhibit the first facial expression.

14. The non-transitory computer-readable medium of
claim 11, wherein the first model includes a plurality of
patches distributed across the facial area of the first charac-
ter, and wherein each patch is configured according to a
separate three-dimensional shape when the first character
exhibits a particular facial expression.

15. The non-transitory computer-readable medium of
claim 11, wherein the step of generating the first model of
the facial area of the first character is further based on
character data that specifies one or more geometrical shapes
associated with the facial area of the first character when the
first character exhibits the range of facial expressions.

16. The non-transitory computer-readable medium of
claim 11, wherein a machine learning model is trained to
determine different target positions for the first surface based
on the first geometry and the second geometry, and wherein
the first geometry indicates a plurality of target positions
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across the range of facial expressions, and the second
geometry indicates a plurality of source positions associated
with the second character.

17. The non-transitory computer-readable medium of
claim 11, wherein the step of modifying the first model
comprises deforming at least a portion of the first model, via
adjustment of one or more parameters associated with the
first model, to cause the first surface to move towards the
target position.

18. The non-transitory computer-readable medium of
claim 11, wherein the step of modifying the first model
comprises performing an interpolation operation to generate
one or more positions that are associated with the first
surface and reside adjacent to the target position.

19. The non-transitory computer-readable medium of
claim 11, wherein the second geometry is generated based
on a first set of images that is captured within a performance
capture environment when the second character enacts the
range of facial expressions, and wherein each image
included in the first set of images corresponds to a different
facial expression included in the range of facial expressions.
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20. A system, comprising:
a memory storing a software application; and
a processor that, when executing the software application,
is configured to perform the steps of:
generating a first model of a facial area of a first
character based on first geometry, wherein the first
geometry represents a facial area of the first charac-
ter when the first character exhibits a range of facial
expressions,
determining a target position for a first surface associ-
ated with the facial area of the first character based
on second geometry, wherein the second geometry
indicates a source position associated with a facial
area of a second character when the second character
enacts a first facial expression,
modifying the first model until the first surface inter-
sects the target position to generate a second model
of the facial area of the first character, and
rendering a computer animation of the first character
based on the second model.

#* #* #* #* #*



